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Abstract from temporal considerations [18]. While some efficient techniques

of perception-based guidance of the global illumination computa-
We present a method for efficient global illumination computa- tion for static images have been proposed recently [7, 3, 22], rela-
tion in dynamic environments by taking advantage of temporal co- tively little attention has been paid to the temporal aspect of such a
herence of lighting distribution. The method is embedded in the guidance for dynamically changing environments. In particular, in-
framework of stochastic photon tracing and density estimation tech- direct lighting often changes slowly from frame to frame and many
niques. A locally operating energy-based error metric is used to of those changes might be too subtle to be perceived (changes in di-
prevent photon processing in the temporal domain for the scene resect lighting are usually quite well noticeable due to high-contrast
gions in which lighting distribution changes rapidly. A perception- shadows and highlights accompanying the moving objects). Since
based error metric suitable for animation is used to keep noise in-it would be an obvious waste to repeat the computation of indirect
herent in stochastic methods below the sensitivity level of the hu- lighting for every frame from scratch, the performance of animation
man observer. As a result a perceptually-consistent quality acrossrendering could be significantly improved by exploiting the tem-
all animation frames is obtained. Furthermore, the computation poral coherence of indirect lighting. Ideally, lighting information
cost is reduced compared to the traditional approaches operatingacquired for the preceding and following frames should be re-used
solely in the spatial domain. as much as possible for reconstructing indirect lighting in a given
frame; however, the quality of the resulting animation as perceived
by the human observer should not be compromised.

Some attempts were made to exploit the coherence in light-
ing distribution by repeating the indirect lighting computation for
Keywords: Animation, Human Factors, Illumination, Monte a fixed number of frames (so-callégyframes) and re-using the
Carlo Techniques, Temporal Aliasing results obtained for the remaining frames (so-caligioetween

frames). Usually the number of inbetween frames between a pair

of keyframes is the same for the whole animation, and there is no
1 Introduction control of the validity of applying the keyframe lighting to the in-

between frames [31]. Such an approach might result in visually
Global illumination is an important visual cue, which greatly im- noticeable errors in the lighting distribution, which is affected by
proves the appearance of rendered images. In this work we focuschanges in the environment that occur in the course of the anima-
on high quality computer animations that are becoming more and fion. Obviously, the errors in lighting that are explicitly caused
more widespread in many applications such as entertainment, adPy the scripted animation of light sources can be compensated
vertisement, education, engineering, architecture, urban planning,Py increasing the number of keyframes for the affected anima-
and many others. Obviously, adding global illumination effects to tion segments. However, the question arises how many additional
such animations enhances their realism and makes them more bekeyframes must be placed, so that approximations in the lighting
lievable in reconstructing the appearance of the real world. reconstructed for inbetween frames remain unnoticeable. Itis even

Although the off-line computation of top quality computer ani- More difficult to predict how the moving objects will affect the
mations makes it possible to include costly lighting simulation tech- 11ghting distribution based merely on the animation script. Clearly,
niques, it almost never happens in industrial practice [1]. The main &Ven for the simple approach with re-using lighting for inbetween
problem with existing global illumination solutions is poor scaling frames some error metrics are needed to guide the keyframe place-
of the computation load with increasing scene complexity, which Ments. Ideally, some perception-based animation quality metrics
is often caused by wasting computational efforts on unimportant &€ required that can directly judge whether the errors introduced
scene details that cannot be perceived in the final animation by PY €xploiting the temporal coherence are below the sensitivity level
the human observer [23, 11]. Also, existing animation rendering ©f the human observer. Also, by performing some limited compu-
techniques process every single frame independently, and thereford@tion for all frames (not just keyframes) abrupt changes in lighting

cannot account properly for the eye sensitivity variations resulting ¢&n pe identified more easily. o
In this paper we introduce a novel framework for efficient global

*MPI fur Informatik, Stuhlsatzenhausweg 85, 66123 Samheii, Ger- illumination computation in dynamic environments. We propose a
many,{karol,tawara,akamine,hpseid@mpi-sb.mpg.de combination of energy- and perception-based error metrics which
efficiently guide lighting computation. Using these metrics the spa-
tiotemporal coherence in the lighting distribution can be better ex-
ploited and the accuracy of the lighting computation can be relaxed
without degradation of the animation quality as perceived by the
human observer. As a result a perceptually-homogeneous quality
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and a description of the extensions needed for handling dynamic
environments are discussed in Section 4. In Section 5 we present
the spatiotemporal processing guided by a hybrid of energy- and
perception-based error metrics. We discuss the obtained results us
ing our techniques in Section 6. Finally, we conclude the paper and
propose some future directions for this research.

2 Previous Work

In our discussion of previous work we will concentrate on the two
essential issues most relevant to our research. At first, we briefly
overview existing solutions for handling global illumination recon-
struction for dynamic environments. In particular, we focus on the Figure 1: Indirect lighting changes can be significant in dynamic
problem of indirect lighting computation. In the second part we dis- environments. Note the color bleeding effect in the room corner
cuss the perception-based guidance of such a computation, whictcaused by the strongly illuminated torus in a). The effect disappears
mostly remains an unexplored problem. as the torus moves away in b).

a) b)

2.1 Qlobal lllumination Solutions in Dynamic En- discussed radiosity techniques only work well when the lighting
vironments changes are well localized in the scene. Otherwise, recomputing
the lighting from scratch is a better choice. Also, the high quality
of the lighting reconstruction is not guaranteed in those mesh-based
object space approaches. In particular, changes to direct lighting

The problem of global illumination for dynamically changing en-
vironments has attracted significant attention in the research com-

{iT\]/l::‘ngyl ﬁggtigngug\)/g bogeiolu:gor;iet}gat 'R?c:j 1?5?52@& I?etg rﬁ;;/ effects such as shadows and highlights resulting from object mo-
PP prop : 9 Sion are usually highly visible because they are important visual

been explored: brute-force computation that is performed on the cues (in general specular effects are difficult to model for radiosity

fly for every frame usually with the support of graphics hardware h SO - h X
and knowledge-based computation focused on the scene regions atcchniques). To avoid similar problems a majority of high quality
rendering solutions computes direct lighting for every frame using

fected by dynamic changes in the environment. view-dependent techniques such as sophisticated scanline methods

e A 1. O 2 Uacin 30, 14] We fllw i Srtegy o oo,
P 9 playing 9" hus we ‘are more interested in techniques aiming at the efficient

ing effects (refer to [13] for a complete survey of such techniques). computation of indirect lighting in dynamic environments.

However, the explicit global illumination computation is usually L -
not performed, and although the resulting images look believable, C€hanges in indirect lighting are usually slow and smooth. How-
ever, for dynamic environments such changes can occasionally be

they poorly predict the appearance of the real world. A notable ='=": ) . . . 4
exception is the instant radiosity technique [16], which can handle Significant (refer to Figure 1). Many practical solutions ignore this

dynamic environments by replacing a number of aged light paths possibility and compute the |nd|rectI|ght|ng only for a limited num-

by new paths in every frame and combining the resulting images ber of frames, while reusing the obtained results for the remaining
in the accumulation buffer. Since the technique is view-dependent, frames. This may cause some popping effects when the indirect
the objects newly appearing in the field of view might be under- lighting that was computed a number of frames backward is up-
sampled before a sufficient number of light paths involving those dated. To reduce this effect the |nd|rect. lighting :;hould be sampled
objects have been accumulated. It might be difficult to handle ob- MOre densely, e.g., every 10 frames asin [31]. Itis also possible that
jects outside the field of view but visible in mirrors. significant light changes are missed, or that periodic light changes

The extension of radiosity techniques to handle dynamic envi- &€ not properly captured. Clearly, some robust guidance for the

ronments proved to be quite successful. Early solutions [4, 8, 17] selection of frames that require recomputation of indirect lighting

were embedded into the progressive radiosity framework and relied's N€cessary. S .

on shooting the corrective energy (possibly negative) to the scene A significant step in this direction was done by Nimeroff et al.
regions affected by the environment changes. Much better perfor-[19] who proposed a powerful range-image based framework for
mance was obtained for more recently introduced techniques thathandling indirect lighting in dynamic environments. The indirect
are based on hierarchical radiosity [6, 24, 5, 21]. A line-space hi- lighting is sparsely sampled in time and then interpolated to re-
erarchy proposed by Drettakis and Sillion [6] enables fast identifi- construct full global illumination for selected base images. The
cation of links affected by a scene modification, and leads to image time steps for recomputing the indirect lighting are found by recur-
updates at interactive rates for moderately complex environments.sive subdivision. At each time step the lighting is calculated for
However, the memory requirements inherent in this technique are@ number of vertices usingavelet radiosity, then the differences
extremely high because, apart from storing the active links used for between the corresponding vertices are computed. If differences
energy gathering, also passive (refined) links and shafts for the en-arger than an assumed threshold are found for a certain percentage
tire scene are stored. The problem of storing shafts was recentlyof vertices the time sequence is subdivided. The drawback of this
reduced by Schoeffel and Pomi [24], who store shafts only locally approach is that direct lighting is not considered, which could ef-
for regions affected by geometry changes. Damez and Sillion [5] fectively wash out even significant differences in indirect lighting
explicitly incorporated time in the hierarchical radiosity framework  [9]- Also, the tone reproduction [26] is not applied to the result-
and showed substantial improvements in the rendering performanceng lighting which is difficult in the view-independent framework

of animated sequences. However, this was achieved at the expensas proposed by Nimeroff et al. [19] because the eye adaptation con-
of a significant increase of memory requirements which become im- ditions cannot be established. Both effects can significantly affect
practical for complex scenes. Pueyo et al. [21] proposed a radiositythe visibi.lity of changes in indirect lighting and we take them into
algorithm which is focused on exploiting the temporal coherence account in our technique.

of subsequent animation frames for static camera parameters. All  The interpolation of indirect lighting between two time steps is



an important feature of Nimeroff's framework. The continuity of be perceived when the same animation sequence was viewed more
changes in the lighting distribution between time steps is modelled than once by the same observer. In our research, we are aiming at
and popping effects resulting from switching between two distinct applications that require high quality animations which will possi-
lighting distributions as in [31] can be avoided. However, in all bly be viewed many times by a large number of observers. For this
discussed approaches the accuracy of indirect lighting reconstruc-reason, we decided not to include visual attention models into our
tion fluctuates between frames, achieving the highest level for the framework. Yee also ignored visual masking which plays an impor-
keyframes, and then gradually decreasing for the remaining framestant role in hiding imperfections of reconstructed lighting [7].
usually as a function of their distance to the keyframes along an
animation path. In this research we investigate a novel approach in .
which sparse sampling of indirect lighting is performed for every 3 Overview
frame, and the final lighting reconstruction is based on some pro-
cessing of lighting distributions for a number of subsequent frames The goal of this work is to improve the performance of global illu-
placed along the animation path. Thus, at each moment of time amination computations for animated sequences of high quality by
similar level of accuracy of indirect lighting can be obtained. Such exploiting the temporal coherence in indirect lighting distribution
a framework is less prone to perceivable errors, and the probability in a better way. The mesh-based view-independent Density Esti-
of overlooking some important lighting events between keyframes mation Particle Tracing (DEPT) algorithm [27], which we extend
is substantially reduced. in this work to handle animated objects, is used as a global illumi-
Since lighting samples collected in the time domain may become nation framework, but the proposed solutions could be easily ap-
invalid for dynamic environments, a perception-based guidance of plied to other stochastic algorithms such as the photon map [14].
the lighting reconstruction is needed in order to reduce the proba-Initially, the lighting function is sparsely sampled in space for all
bility of the perceivable errors resulting from such a reconstruction. frames (not just for fixed keyframes as in [19, 31]) within a given
In the following section we discuss previous work on perception- animation segment. Then, based on the obtained results, the deci-
based solutions applied in the context of high quality animation. ~ sion is made whether the segment can be expanded/contracted in
the temporal domain. Since the validity of samples may depend on
the particular region in the scene for which indirect lighting con-
2.2 Perception-Guided Animation Rendering ditions change more rapidly, different segment lengths are chosen
) ) ) o ) locally for each mesh element (used to store particle hits), based
The main goal of perception-guided animation rendering tech- on the variations of the lighting function. Energy-based statistical
niques is to save computation without compromising the resulting measures of such local variations are used to calculate the num-
animation quality as perceived by the human observer. Recentlyper of preceding and following frames for which samples can be
some successful examples of perception-based rendering of statigafely used for a given region. More samples are generated if the
images have been presented [7, 3, 22], however, expanding thosguality of the frames obtained for a given segment length is not
techniques to handle the temporal domain remains mostly an opensyfficient. The perception-based Animation Quality Metric (AQM)
problem. [18] is used to choose an average nhumber of photons per frame for
Myszkowski et al. [18] used a hybrid ray tracing and Image- each segment to prevent perceivable degradation of animation qual-
Based Rendering (IBR) approach to improve the rendering perfor- ity. Spatial filtering is performed for those scene regions in which
mance by deriving as many pixels as possible, using inexpensivea sufficient number of samples cannot be collected in the temporal
IBR techniques without affecting the walkthrough animation qual- domain. For the final rendering the indirect lighting is reconstructed
ity (the technique is not suitable for dynamic environments). A using the techniques just outlined, while specular effects and direct

perception-based spatiotemporal Animation Quality Metric (AQM) lighting are computed for every frame separately by ray tracing.
was used to automatically guide such a hybrid rendering. The cen-

tral part of the AQM is a model for the spatiovelocity Contrast
Sensitivity Function (CSF), which specifies the detection thresh- 4  Indirect Lighting Solution
old for a stimulus as a function of its spatial and temporal frequen-
cies. Also, visual masking is modelled, which affects the detection As a framework for global illumination computation, we chose the
threshold of a stimulus as a function of the interfering background Density Estimation Photon Tracing (DEPT) algorithm [27]. The
stimulus which is closely coupled in space. The AQM models tem- DEPT is similar to other stochastic solutions in which photons are
poral and spatial mechanisms (channels) which are used to repretraced from light sources towards surfaces in the scene, and the
sent the visual information at various scales and orientations in alighting energy carried by every photon is deposited at the hit point
similar way as the primary visual cortex does. In this research locations on those surfaces [12, 25, 29]. A simple photon bucketing
we use the AQM as well but in the completely different context on a dense triangular mesh is performed, and every photon is dis-
of guiding the global illumination computation rather than the IBR carded immediately after its energy is distributed to the mesh ver-
processing. tices. Efficient object space filtering substantially reduces visible
Since gains by adding further extensions to current early vision noise, while the excessive smoothing of the lighting function can
models such as the AQM are rather small [20], some attempts of be avoided by adaptively controlling the local filter support which
using higher level perceptual and cognitive elements have been in-is based on stochastically-derived estimates of the local illumina-
troduced in the context of animation. Yee [31] proposes an inter- tion error [27, 29].
esting application of a visual attention model to improve the effi-  An important feature of the DEPT technique is that the bucket-
ciency of indirect lighting computations in the RADIANCE system based lighting reconstruction and filtering are very efficient, and
[30] for dynamic environments. Yee demonstrated that greater er-the quality of the reconstructed lighting is quite good. Thus, the re-
rors can be tolerated for less salient image regions in which the sulting illumination maps can be displayed immediately, and many
density of indirect lighting samples can be substantially reduced. variants of lighting reconstruction in the context of temporal photon
However, variability in the selection of the region of interests (ROI) processing for animations can be inexpensively analyzed for choos-
for different observers, or even for the same observer from sessioning the best solution. This is in contrast with other photon tracing
to session, can lead to some degradation of the animation qualitytechniques which involve costly density estimation techniques such
in regions that were not considered as important attractors of theas the kernel methods [25, 29], or the final gather step [14] in order
visual attention.Yee reports that such degradations of quality could to obtain images of good quality.



Another advantage of the DEPT computation is that a reason- frame which is required to make the noise undetectable. An energy-
able mesh-based approximation of the direct lighting is available based stochastic error metric, which is applied to each mesh ele-
(although in the final frames the direct lighting is recomputed on a ment and to every frame, is used to guide the photon collection in
per pixel basis), which is required to model the local eye adapta- the temporal domain. We found this mesh-element level of apply-
tion conditions. The eye adaptation characteristics are needed foring the energy-based metric to be very efficient, and therefore aban-
proper tone reproduction [26] during the illumination map display, doned the use of perception-based guidance of photon collection at
and for the prediction of the eye sensitivity to the errors in indirect this low level which would be far more expensive.
lighting. The reduction of these errors is the main objective of the ~ We describe our energy-based error metric which controls the
perception-based guidance of temporal photon processing. temporal photon processing and reduces the probability of using in-

The extension of the DEPT algorithm to handle animated se- valid photons in the scene regions in which lighting changes rapidly
qguences of dynamically changing environments requires the storagen Section 5.1. In Section 5.2 we discuss our techniques of spa-
of photons that are reused in neighbouring frames. The photons ardiotemporal photon processing, which guarantee that the quality of
stored on a per frame basis. For each photon, information on itsthe indirect lighting reconstruction is consistent through the whole
spectral energy distribution is stored to account for reflected light animation.
and allow effects such as color bleeding (refer to Figure 1). Also,
the hit point coordinates in the form of two barycentric coordinates . :
are stored to facilitate distributing the photon energy to the mesh 5.1 Error Metric for Temporal Processing
vertices, and to keep the photon position within the mesh elementsAs we argued in the previous section collecting photons in the tem-
in relative rather than in absolute terms. Finally, the mesh element poral domain makes sense only if the lighting distribution does not
identifier is stored, which forms a basis together with the photon change too rapidly for subsequent frames. We attempt to detect
barycentric coordinates for re-using a given photon for neighbour- such changes locally on the level of single mesh elements. The
ing frames. We assume that the motion of objects between the sub-practical question how to distinguish the actual changes in lighting
sequent frames is small enough that even the photons which are “atfrom the stochastic error arises. This problem is especially diffi-
tached” to moving mesh elements approximate the indirect lighting cult in our technique because we compute a very small number of
within these elements well. In Section 5.1 we present our solutions photons for every frame, which results in high levels of noise. In
that prevent re-using of photons for neighbouring frames when the practice, this means that only lighting changes that are significantly
variations in indirect lighting are significant enough to be perceived higher than the noise level can be detected, which requires estimat-
by the observer. ing the noise.

Since mesh elements are the framework for our temporal pro- If we assume for a moment that the lighting does not change
cessing, the photons are sorted according to the elements whicthetween subsequent frames, then hitting mesh elements by photons
they hit. Apart from storing photon records, an additional table can be modelled well by the Poisson distribution [2]. Since the
which summarizes the number of photons per element is also keptmesh elements are small the probabifitgf hitting a given mesh
for every frame. Those tables are later used to efficiently derive element by a photon is also small, i.p.< 1 as required by the
some statistics on lighting variations in the temporal domain for a Poisson process. Also, different photons hitting a mesh element
given element (refer to Section 5.1). With the help of these statistics are mutually independent, i.e., the probability of the same photon
we can detect significant changes of lighting. In this case reusing hitting a mesh element again as a result of its multiple reflections
photons for reconstructing the lighting in adjacent frames might be is small. The Poisson distribution only has a single parameter, the
restricted. Using the tables for the purpose of such statistics meangneany, which can be estimated as the mean number of photons
that effectively the exact positions of photon hit points within an hitting a mesh element. The standard deviatonan simply be
element are ignored (only the photon number counts), however, thederived asc = /i Thus, the noise level can be estimated as
processing of complete photon records can be avoided. In the fol-y, + ko, where e.g.k = 2 (for 4 = 0 we assigno = 1). Based
lowing section we describe those statistics in more detail. We also on this estimate we assume that if the number of phaiohitting
explain the spatiotemporal processing of photons for dynamic en-a mesh element does not satisfy the condition
vironments.

p—ko<z<p+ko Q)

5 Spatiotemporal Photon Processing a change of lighting can be expected and the photon collection for
this mesh element is disabled. For a given mesh element thegnean
In our technique we assume that photons are traced sparsely for alls estimated for the currently considered frame and the values of
animation frames and our goal is to minimize the number of those are obtained for the corresponding mesh element in the preceding
photons without compromising the animation quality. To achieve and following frames. The temporal collection of photons is ini-
this goal we exploit the temporal coherence of indirect lighting and tiated from the current frame and proceeds for subsequent frames
for a given frame we also consider photons that were traced for as long as Condition (1) is satisfied. The photon processing is per-
neighboring frames. Ideally, as many frames should be processedormed independently in the directions of the preceding and follow-
as it is required to reduce the stochastic noise below the sensitivitying frames. Thus, the photon collection for a given mesh element
level of the human observer. However, the expansion of the photonmay be asymmetric with respect to the current frame when Condi-
collection in the temporal domain might be limited due to changes tion (1) is violated earlier in one of those directions than in another
in dynamic environments that affect the lighting distribution. A one.
contradictory requirement arises between maximizing the number  There are many possible sources of error, which may prevent the
of collected photons and minimizing the number of neighbouring application of Condition (1) from working robustly for all mesh el-
frames (the time span) for which these photons were traced. A ements. First of all the estimate pfmight be inexact since we use
trade-off solution to this problem relies on balancing the stochastic a Monte Carlo solution at very early stages of convergence. To re-
noise (resulting from collecting too few photons) and the errors in duce the influence of outliers on the estimatg.afle consider the
reconstructed illumination (caused by collecting too many invalid mean number of photons hitting a given mesh element for three sub-
photons in the temporal domain) to make those artifacts as little sequent frames. We apply this procedure to detifer the same
objectionable as possible for the human observer. The perception+eason. More than three subsequent frames might be considered
based AQM is used to find the minimal number of photons per but then theu estimate might be affected by changes in lighting.



In practice, Steps 1-3 are performed not only for the current
segment but for the subsequent segment as well, which results in
the processing of all photons that are used for indirect lighting re-
construction in the current segment at Step 4. Obviously, photons

e for the preceding segment that has already been processed are also
available for the temporal processing of frames in the current seg-
ment.

In the following sections we describe all steps in detail.

5.2.1 Initialization

In the initialization step we decide how many photd¥s.m. per
frame have to be shot for a given animation segment. Also, the
initial segment lengttF,,.x Needs to be chosen based on the antici-
pated complexity of the lighting changes during an animation. The
Clearly, the procedure works the better the more photons per frameinitial settings ofFinax and Nirame are adjusted later for every ani-
are computed. mation segment using the energy-based and perception-based error
If the average number of photons per mesh element is small, as-metrics. However, the better the initial guess is, the smaller num-
signingk > 2 might be considered to compensate for inaccuracies ber of.lteratlons involving those metrics is r_leeded. In our approach
in the i estimates. Also, small lighting changes on the letrélr Finax is set manually by the user for the first processed segment.
are usually less perceptible than the temporal aliasing which be- The adjustedn. for a previous segment is assigned as the initial
comes visible when the temporal photon collection is prematurely '€ngth of a subsequent segment. Basedign. chosen for a given
disabled. In practice, we assume the minimal extent of the temporal S€gMentNe.ame is decided automatically as follows. o
processing to be at least 3 frames. Even if the lighting conditions ~ An initial value for Ni:ar. should take into account basic light-
change drastically for a pair of subsequent frames, the visibility ing characteristics of the considered animation segment. To derive
thresholds are usually elevated due to the temporal masking for upSuch an initial guess we applied the energy-based measure of the
to 100 milliseconds [10]. Since new lighting details cannot be seen error of indirect lighting simulatiohE. We observed that by set-
well for 2-3 animation frames the lighting reconstruction accuracy ting the maximum error valugpn.. to lie inside the range of 1-5%
can be relaxed for those frames, and tracing additional photons car¥ve usually obtained images of good quality. Further computation
be avoided. basically did not introduce any improvement as perceived by the
In the following section we describe the algorithm of animation human observer [27]. In practice, we assume a less conservative
rendering, which extensively uses the procedure of adaptive photon’?}max = 5%. Now, if we would run the DEPT computation un-

collection in the temporal domain described in this section. til E &~ Emax We would find the number of photonSi,.. that
is required to achieve this accuracy. Since we want to reconstruct

. indirect lighting for a given frame using photons computed for up
5.2 Algorithm t0 Finax /2 preceding andiin.. /2 following frames, we could es-

The animation sequence is split into animation segments, which aret"ﬂn"s‘tej\[frame = N’“.ax/(FmaX + 1). In practice, we do not want
to run the computation for a single frame long enough to reach the

then processed sequentially one by one. The organization of a sin- level B H directl ¢ d estimate of
gle segment is depicted in Figure 2. The fraikialivides the seg- error 1evelLmax. MOWEver, we can directly get a good estimate o

ment into two halves of length},.«/2 each. The goal of the seg- t].vframe much fastert th ustllqgttt';]e basic .propertyt.of St?fhf;ft'? solu-
ment processing is to reconstruct indirect lighting forBlky + 1 lon convergence stating that the error IS proportional to the inverse

frames. To enable temporal processing of the whole segment theSquare root of the number of traced photons [15]:
photons collected for neighbouring segments for upite, frames
precedingK and up toF., frames followingK are also consid- E Nimax @)
ered. For the very first and last animation segments the lack of those Emax | Nirame
extra frames is compensated by tracing more photons.
The processing of every animation segment consists of five ma- This means thale..me can be estimated by running the pilot DEPT
jor steps: computation untilf ~ FmaxV Fax + 1.
Finally, for all frames in the current animation segméitame
1. Initialization: determination of the number of initial photons Photons are traced, and their hit point records are sorted for every
per frame, and processing of those photons for all frames in mesh element.
the current segment.

Figure 2: Organization of an animation segment.

5.2.2 Choosing the Animation Segment Length
2. Adjustment of the segment length depending on the tempo- g 9 g

ral variations of indirect lighting which are measured using The main goal of adjusting the maximum segment lerfgth, is
energy-based criteria (refer to Section 5.1). to reduce the animation artifacts caused by collecting photons in
the temporal domain over too many frames, as this may lead to an
3. Adjustment of the number of photons per frame based on invalid lighting reconstruction. For the scene regions in which the
the AQM response in order to limit the perceivable stochas- temporal changes of the lighting function are fast, the collection
tic noise to an acceptable level. of photons can be performed only for a small humber of subse-
quent frames. Conversely, for the scene regions in which the tem-

4. Spatiotempqral reconstruction of indirect Iighting fqr all mesh poral changes are slow the photons should be collected for as many
elements guided by the same energy-based criteria as in Stegygmes as possible to reduce the stochastic noise.

2.

S ) 1The detailed description of the stochastic method used to estimate the
5. Spatialfiltering step for those mesh elements that did not meetlighting simulation error in the framework of the DEPT algorithm can be
the perceptual and energy criteria in the previous two steps. found in [28].



In Section 5.1 we described our procedure of adaptive pho- 5.2.4 Indirect Lighting Reconstruction
ton collection in the temporal domain. The maximum number of L .
frames for which photons are collected using this procedure is lim- After establishingFr,ax and Niame further processing of all frames

ited by the segment lengffi,ax. IncreasingFiua incurs additional in a given segment becomes straightforward. At first, the valid pho-
costs of processing a larger number of frames, and is justified only {ons are collected for each mesh element, using the procedure of
when collecting photons frori... frames is possible for a signif- a}daptlve photon collection in the temporal domglrj dgscrlbed in Sec-
icant percentaggm. of the mesh elements. In practice, the user tion 5.1. Then the standard procedure for deriving illumination at
sets a certain threshold valpg.., €.g., 40%, an@ . is increased mesh vertices is applied (refer to Section 4).

until the conditionpme < penr is met. Such a test is performed only

once per segment, when the lighting is reconstructed for the central5.2.5 Repairing Noisy Pixels

keyframe K. Note that increasingi.ax causes movind< apart ) ) ) ) )
Fmax/2 frames from the end of the previously processed segment The procedure described in the previous section may potentially re-
(or from the beginning of animation sequence for the very first pro- Sultin locally noisy imagésfor the scene regions (e.g., moving ob-

cessed segment). TH&,.. value obtained foi is then used for jects) in which the indirect lighting changes much faster than for the
all frames in the current segment. remaining parts of environment. For such regions collecting pho-

tons in the temporal domain is usually limited to a few subsequent
frames. Obviously, the noise level could be reduced by increas-
ing Nr.ame Which is costly. Note that in the procedure of selecting

5.2.3 Choosing the Number of Photons Nrame Using the AQM we allow perceivable differences for up to
dyny pixels (refer to Section 5.2.3). When the perceivable problems
The main goal of adjusting the number of photons per fraigs. concern only a small fraction of mesh elements, then for efficiency
is to keep the noise below a perceivable level. Increading,. for reasons, increasins-ame for all frames in a given segment should
each frame in a given segment is an expensive operation and shoulte avoided.
be performed if the adjustment &f..x performed in the previous Our solution relies on using the spatial filtering performed in the
step did not provide the required animation quality as perceived by object space selectively for those mesh elements for which the ex-
the human observer. pansion in the temporal domain was not possible, resulting in a

The AQM is used to measure the errors of the indirect light- small number of collected photons. We apply the filtering algorithm
ing reconstruction which enables the perception-guided selectionwhich was originally proposed in [27]. To achieve the required level
of Niame t0 minimize the computational costs without degrading of accuracy of reconstructed lighting at a given vertex, photons hit-
the animation quality. The AQM requires two animation franfies ting a regionh centered at this vertex are considered. Stochastic
and I, as input, and will then predict the perceivable differences variance estimates of the local illumination are used to decide upon
between them. Ideally, a frame resulting from the temporal photon the size ofh. This effectively reduces noise, however some bias
processing should be compared to some exact reference solutionis introduced to the reconstructed lighting (refer to [27] for a for-
Since such a reference solution is not available in practice, we de-mal derivation of a mathematically-sound measure of illumination
cided to measure the differences in indirect lighting reconstructed accuracy and a detailed description of the filtering algorithm).
for the central frameX by splitting the photons collected for all Using spatial filtering is equivalent to trading in the spatial de-
frames in a given segment into two halves (the even and odd pho-tails of indirect lighting in order to remove excessive noise. If this
tons). The indirect lighting i, (K') and I>(K) is reconstructed approach is not acceptable, a final gathering step [14] could be per-
using these halved sets of photons. In order to measure the level oformed. However, we did not apply this solution because of its
noise in the conditions in which the actual temporal photon process- significant cost. We found that the spatial filtering approach as ap-
ing is performed for all animation frames, the procedure of adaptive plied in the indirect lighting reconstruction produces good results in
photon collection in the temporal domain is used for i{g<) and terms of the animation quality as perceived by the human observer.
I,(K) computation as well (refer to Section 5.1).

The approach_ of halving sets of photons is quite conservative g 3 Accuracy Considerations

because according to the Monte Carlo methods theory [15] the
stochastic error of indirect lighting reconstruction in the frame The accuracy of the indirect lighting reconstruction using our algo-
I(K) that is obtained for 100% of photons is smaller by the factor rithm described in Section 5.2 is limited by the spatial resolution of
/2 with respect tdl; (K') andI>(K). The perceivable differences the mesh used for collecting photons. Conse_quently the solutio_n is
as predicted by the AQM usually are reduced by an even larger fac-biased. On the other hand the mesh resolution can be set arbitrar-
tor if the number of photons is doubled. ily fine and more photons can be traced. For those mesh elements
that still collect too few photons in the temporal domain, the spatial
filtering discussed in Section 5.2.5 can be used to remove visible
noise. Another source of the bias is the temporal blur resulting
from the collection of invalid photons in the temporal domain. The
level of blurring can be controlled in the energy terms and traded

r the stochastic noise by decreasing the value of pararkdter

ondition (1).

The AQM is used to measure the perceivable differences be-
ween two equally biased indirect lighting solutions, which means

As the result of AQM processing a maldaqum is generated
which shows the prediction of perceivable differences in indirect
lighting between all corresponding pixels (K) and I>(K).

As a scalar metric of the frame quality the percentdgen of
Maqwm pixels with differences over one unit Just Noticeable Dif-
ference (JND) is assumed [18]. The user chooses a certain threshol
valued.n, of the AQM predicted differences, and whéagm >

dthr, Nirame 1S doubled and the whole procedure is repeated until N

daqu < den- ) . thatall measured differences between frathé#) and»(K) re-
To reduce the costs of Human Visual System (HVS) modelling git from the stochastic noise (refer to Section 5.2.3). Effectively

the AQM processing is performed only once per segment for the (ho AQM provides a conservative stopping condition for photon
central framei’. Thus, theNpame value obtained fok isassumed — racing when the noise falls below the sensitivity level of the hu-

to be valid for all frames in a given segment. In practice, this trade- man gpserver. Tracing more photons cannot improve the perceived
off approach works well because the differences in indirect lighting

are usually small for a given animation segment whose lefAgth 2As a matter of fact for a vast majority of tests that we performed, we
was adjusted to reduce such differences (refer to Section 5.2.2).  were not able to notice such problems.




quality of the indirect lighting reconstruction due to limitations in Figure 6 summarizes the results obtained using the perception-
the spatial mesh resolution. based procedure of noise level estimation as described in Sec-
tion 5.2.3. It was assumed thd.. = 3%, which means in prac-
tice that the perceivable differencdsqm < 1% with respect to
6 Results the reference solution are usually obtained. Table 1 summarizes the
number of photongVi..me chosen for every segment based on the
graphs in Figure 6. For such animation settings the spatial filtering
described in Section 5.2.5 was not necessary.
Figure 7a shows an animation frame obtained using the settings

We present results that we obtained for heom scene (about
5,300 mesh elements). Also, we briefly summarize the results ob-

tained for another scereTrium (about 45,000 mesh elements), presented in Table 1. Figure 7b depicts the corresponding frame

which are qualitatively very similar and therefore do not need to be . . o . i
discussed in full length. Both scenes were designed in such a Wayobtamed using the traditional approach without any temporal pho

: . L o N ton processing. Strong temporal aliasing was observed when the
that moving objects significantly affected the lighting distribution. o composed of such quality frames was viewed. We also
Also, some scene regions are illuminated exclusively by indirect

lighting which imposes higher requirements on its reconstruction ried the traditional approach witNi:sme = 845, 000 which corre-

Vge beg in with dispcussin g[he ex qerimental results for the ada tivé sponds to the average number of photons collected in the temporal
€9 9 P ) . . daptve 4omain using our approach. While the static image is of a quality

algorithm of temporal photon processing discussed in Section 5.1.

Then we discuss the step by step results obtained for the spatiotemggnggggagfatr?yt\?vi g;amg ;2 Sill%l:]rge a7nailrr? :trig% ?:T/}ESJ: clj aliasing can
poral photon processing discussed in Section 5.2. ’

The simplest 0 of t | bhot inais t The results obtained for theTRIUM scene are very similar
_ 'he simplest scenario of temporal photon processing IS 10 CON-y, the ones forrooM. For a majority of segment®game =
sider the fixed number of preceding and following frames. How-

thi h lead to sianificant illustrated i 20,000 and Fi,.x = 44 were chosen using our automatic pro-
ever, this approach may lead 1o signiticant errors as 1llustrateéd In qoq,ra5 described in Section 5.2. In generd,.me fell into

Figures 3. Figure 3a shows the correct reference frame obtained,[he range of 10,000-40,000 photons whilg,.. lay between 30

for the converged DEPT solution. In this scene a spot light illu- a4 f Th tivati f tial filteri fi 5
minates the bottom of the aircraft, and the highlight on the floor is i?ddto sc:r?qn;e;.inor ?m?)crtl)\\//aelggnct) osfptahtleaallir?]g?ign(ii%:ict)c SIFiQEi)

caused by the Iig_ht reflected from the_aircraft. Note that as the re- ure 8 shows an example of a frame with spatial filtering and the
fhu“ ﬁf nh?_n-hatdgptllve _t]?mpﬁral prolsegsmgt fc'):(}aﬂax ;b?’o f\r/smes only differences with respect to the corresponding frame without

e highlight is significantly washed out (Figure 3b). When ap- faring can be seen on the stairs which feature small mesh ele-
p!ylng our adapt[ve photon cqlleqthn technique (Section 5.1) the ments and little visual masking. Refer to our Web sitav. npi -
highlight shown in Figure 3c is similar to the reference frame in sb. npg. de/ r esour ces/ aqni dynenv/ for the samples of
Figure 3a. Figure 3d shows the AQM produced nidpqwm, in all animations discussed in this section.

which red color marks pixels for which visible differences are pre- A summary of timings of indirect lighting computation is given

dicted. Figures 4a and b summarize the AQM predicted percentage. . . i
of pixels daqu With perceivable differences derived frohfaqy in Table 2. As can be seen, tracing photons and their temporal pro

for Various Settings oNieme and Fina for non-adaptive and adap- cessing is rather inexpensive. The higher cost of temporal process-

tive photon collection approaches. As can be seen in Figure 4a for:?]gesfgr élr:aen?;stls Mﬁ?:}g'i odSL:: ﬁ&;ﬂg dlEi:)ggs?(ug::gzrsgfaegocﬁzsnegor
the non-adaptive approach, expandifg. initially leads to re- . 9

ducingi . bt e he collectonof vald photons resuts n 0, Senaies Seneec 1 [ 2 o (e
increasinglaqu for largeFi.x. The corresponding characteristics . ’ . ;

or e adapie approach Shown i Figure 4 are exvefasy. 157 nce and e cached untl l fames g ose photns
able because the expansionff.. always leads to the reduction P y P P

of daqum, which means that collecting invalid photons is mostly given fframe musthre3|de In memor:y,_ which 'Sﬁ comhmonhrequwe-
avoided. ment for many photon-based techniques such as the photon map

) . . . 14]. This is usually a reasonable assumption for our technique as
Following the subsequent processing steps described in Sec[ ] y P d

. . ] o> S ; ‘well. For example, the maximum memory storage per frame for
tion 5.2 we obtained the following animation settings for KoM the ATRIUM sequence was about 120 MB (one photon hit point re-
scene. As the result of the initialization procedu¥game =

e . ires 2 tes of stor .Inth not in Table 2
10,000 and Finax = 15 were chosen. The animation was split into quires 20 bytes of storage) e case denotediy( in Table

. X it was assumed that all photons are always loaded from disk for
three segments and the final settings computed for the central Segg4ch frame. Such a situation may arise for complex scenes when a
ment frameds; are summarized in Table 1. In segméit Nerame

. I & ded b di o high accuracy of lighting reconstruction is required, in which case
Is smaller andFma More expanded because strong direct ighting 5 5146 number of photons that are bucketed into a fine mesh must
washes out some imperfections of the indirect lighting reconstruc-

) S AR -~ =" 2~ be considered (refer to Section 5.3). Note that even in such a case
tion. Also, changes of lighting are less dynamic in this animation - timings are at least three times better than shooting a similar
segment. , , . number of photons that we collected in the temporal domain for

Figure 5 summarizes the results obtained f6§ using the every frame, which requires 87 and 133 seconds forthem and
energy-based procedure of photon validity estimation for subse- atrjum scenes, respectively. Ray tracing of a single frame requires
quent frames described in Section 5.2.2. We assymgd= 40%. 9.4 seconds forooM and 158 seconds fATRIUM.

The maximum segment lengf,.x = 30 was chosen (refer to Ta-
ble 1), in which cas@m. = 36% andpm. = 30% were obtained

. . . k : Phot AQM | Ti . | Total
for the preceding and following directions, respectively. Scene tragigg Q pergnc? MIN /(ﬁAx) Ncl’”\?
ROOM 2.57 0.27 | 0.32 | 0.72(21.56)| 3.88
Nirame | Fimax ATRIUM 2.95 0.21 | 1.85 | 0.88(26.93)| 5.89
K, | 40,000 30
K, | 40,000 30 Table 2: Timings of the indirect lighting computation for a single
K3 | 10,000] 44 frame obtained as the average cost per frame for the whole anima-

tion. All timings are given in seconds and were measured on a 800
Table 1: Final settings for theRooM scene animation. MHz Pentium Il processor.



a) b)

c) d)

Figure 3: Example frame from ttoom sequence a) reference solution for 2,000,000 photons without temporal processing, b) non-adaptive
(note the washed-out highlight under the plane) and c) adaptive photon collection in the temporal donfgign. fesr 30 frames and
Nrame = 40,000 photons, and d) the map of AQM predicted perceivable differences (marked in red) between a) and c).
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Figure 4: The AQM predicted percentage of pixéksw with perceivable differences for a) non-adaptive and b) adaptive temporal photon
collection approaches for increasifig... and various settings d¥same (s specified in the legend).
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Temporal expansion [# frames] 30

Figure 5: Distribution of mesh elements for frafife as a function

of the number of preceding (negative values) and following frames
for which temporal photon processing was possible. Varigs.
were considered as specified in the legend.
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Pixels with the AQM predicted
perceivable error [%)]
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Figure 6: The AQM predicted percentage of pixéls,. with per-
ceivable differences as a function &%, for the central segment
frameskK;.

Another important issue is the cost of perception-based error [2]

metrics. The choice of characteristics of the HVS used to guide
lighting computations should be weighted by the possible perfor-
mance gains obtained by their consideration. For example, tim-
ings reported by Yee for rendering a single frame using the RADI-
ANCE system including indirect lighting computation amounted to

3-6 hours, which means that the overhead of the HVS modelling is

marginal. Our indirect lighting solution requires only single min-

utes for similar scenes so that the overhead becomes significant. In
practice, this means that the HVS characteristics that are too costly

to model have to be ignored. In order to reduce the cost of the
AQM, we ignore the orientation channels processing in the visual

masking, which to some extent can be justified by cross-masking
between various orientations as discussed in [20]. Also, we scale

down images which are input to the AQM 256 x 256 pixels. At

the same time we proportionally reduce the distance of the observer

to the screen (which is an input parameter of the AQM) to preserve

the same spatial frequencies as in the original animation frames.

We compute the pixel flow, which is needed to model the spatiove-
locity Contrast Sensitivity Function (an important component of the
AQM), by compensating the camera motion using 3D warping of

the frames neighboring to a given keyframe as in [18]. We assume

that the motion of animated objects is fully compensated by the
smooth pursuit eye motion (thus, the computation of pixel flow is

not required, and the significant cost of such a computation [31] can

be avoided), which leads to the high sensitivity of the eye for such
objects. This assumption is justified by the fact that moving objects

are one of the most important attractors of the visual attention [20],
which means that efficiency of the eye tracking for such objects is
very high. All those simplifications result in the AQM processing
time of about 4 seconds for a pair of compared frames.

7 Conclusions

We proposed a novel global illumination technique for dynamic en-
vironments which is suitable for high-quality animation rendering.
A combination of efficient energy- and perception-based error met-
rics was used to guide the computation as a function of local spa-
tiotemporal variations of the lighting distribution. As a result the
animation quality as perceived by a human observer is consistent
across all frames both in spatial and temporal dimensions. Also,
the efficiency of computation is improved and the temporal alias-
ing is reduced with respect to traditional approaches which ignore
temporal processing.

As future work we want to investigate our technique in the con-
text of MPEG coding. The accuracy of the lighting reconstruc-
tion can be adjusted in order to obtain a degradation of the anima-
tion quality that is perceived as being as homogeneous as possible
for an assumed animation compression level. Also, by removing
non-visible lighting details from animations the compression per-
formance can be improved.
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